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Abstract
Background  Mild cognitive impairment has received widespread attention as a high-risk population for Alzheimer’s 
disease, and many studies have developed or validated predictive models to assess it. However, the performance of 
the model development remains unknown.

Objective  The objective of this review was to provide an overview of prediction models for the risk of Alzheimer’s 
disease dementia in older adults with mild cognitive impairment.

Method  PubMed, EMBASE, Web of Science, and MEDLINE were systematically searched up to October 19, 2023. We 
included cohort studies in which risk prediction models for Alzheimer’s disease dementia in older adults with mild 
cognitive impairment were developed or validated. The Predictive Model Risk of Bias Assessment Tool (PROBAST) 
was employed to assess model bias and applicability. Random-effects models combined model AUCs and calculated 
(approximate) 95% prediction intervals for estimations. Heterogeneity across studies was evaluated using the I2 
statistic, and subgroup analyses were conducted to investigate sources of heterogeneity. Additionally, funnel plot 
analysis was utilized to identify publication bias.

Results  The analysis included 16 studies involving 9290 participants. Frequency analysis of predictors showed that 
14 appeared at least twice and more, with age, functional activities questionnaire, and Mini-mental State Examination 
scores of cognitive functioning being the most common predictors. From the studies, only two models were 
externally validated. Eleven studies ultimately used machine learning, and four used traditional modelling methods. 
However, we found that in many of the studies, there were problems with insufficient sample sizes, missing important 
methodological information, lack of model presentation, and all of the models were rated as having a high or unclear 
risk of bias. The average AUC of the 15 best-developed predictive models was 0.87 (95% CI: 0.83, 0.90).

Discussion  Most published predictive modelling studies are deficient in rigour, resulting in a high risk of bias. 
Upcoming research should concentrate on enhancing methodological rigour and conducting external validation 
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Introduction
According to the WHO, more than 55  million people 
worldwide (8.1% of women and 5.4% of men over 65) 
are currently estimated to be living with dementia. This 
number is estimated to increase to 78  million by 2030 
and 139 million by 2050 [1].So the World Health Orga-
nization approved “the Global Action Plan on the Public 
Health Response to Dementia 2017–2025” at the World 
Health Assembly in May 2017, which proposes strate-
gies for the prevention and treatment of dementia and 
provides guidance on improving the quality of life of 
people living with dementia, their families and caregiv-
ers [2]. Alzheimer’s disease (AD) is the most common 
cause of dementia, accounting for 60–80% of dementia. 
It has been reported that every patient with AD demen-
tia experiences mild cognitive impairment (MCI), a stage 
considered to be the transition between normal ageing 
and dementia. Statistics show that the prevalence of MCI 
is about 8% in people aged 65 to 69 years, rising to 15% 
in people aged 70 to 79 years, 25% in people aged 80 to 
84 years, and 37% in people aged 85 years and older [3], 
however, because the current diagnostic and treatment 
model of cognitive impairment in the elderly has not yet 
been perfected, coupled with the lack of awareness of the 
importance of treatment among patients and their fami-
lies as well as uncertainty about the effectiveness of MCI 
treatment [4], Existing statistics may significantly under-
estimate the actual prevalence of MCI in older adults, 
and these factors also highlight the challenges faced in 
early screening and intervention services for AD demen-
tia. It has been suggested that without intervention at the 
MCI stage, about 15% of people with MCI will develop 
AD dementia after two years [5]. However, effective 
intervention at this stage can delay cognitive decline [6]. 
In the face of the challenges of global ageing, screening 
and treatment of older adults with MCI should receive 
more attention, and dementia risk prediction is crucial 
for identifying at-risk populations.

Several studies have indicated that risk prediction 
models can assist healthcare professionals in identify-
ing patients who are at high risk of cognitive decline. For 
instance, Wang et al. [7]. developed a predictive model 
to assess the risk of MCI in normal community-dwell-
ing older adults. Another meta-study by Gopisankar et 
al. [8]. analyzed risk factors for MCI in Chinese older 
adults and developed a new hybrid model by updating 
and evaluating three existing models and applying a deep 

neural network analysis. This new model demonstrated 
higher predictive performance in assessing the incidence 
of dementia. An et al. [9]. conducted a meta-analysis 
and identified critical indicators of objectively measured 
cognitive impairment in individuals who have reported 
experiencing subjective cognitive deterioration. They also 
developed risk prediction models under two scenarios 
to identify individuals more likely to experience clinical 
progression.

However, the prediction models themselves have 
generated some controversial discussions, such as a 
meta-analysis by Huang et al. [10] to assess the predic-
tive performance of multivariable prediction models for 
cognitive decline in older adults, which showed that the 
usefulness of the models was not very high. Li et al. [11] 
found that the prediction of individual disease risk varied 
significantly between different types of machine learn-
ing and statistical models with almost the same level of 
discrimination. However, the different views generated 
by the above studies are mainly caused by the significant 
differences in the existing models regarding data sources, 
sample sizes, and data processing and analysis methods. 
At present, there is yet to be a consensus on the most 
effective model. Considering that filling this research gap 
will be the key to predicting the progression of the dis-
ease in older adults with MCI and the implementation of 
timely and effective diagnosis and treatment, the present 
study will comprehensively analyze the published demen-
tia-related risk prediction models.

This systematic review and critical evaluation was car-
ried out to: 1) Provide a comprehensive summary of the 
best-performing multivariable predictive models in all 
current studies,2) Summarise models relevant data and 
methodological issues in model development and vali-
dation for 16 studies, and 3) Explore whether machine 
learning and traditional modelling approaches may affect 
model performance. The outcomes of this study aim to 
enhance the dependability and precision of AD dementia 
risk prediction models, thereby informing future efforts 
in predictive modeling and validation.

Methods
This study strictly followed the CHARMS checklist for 
systematically evaluating predictive modelling stud-
ies [12]. PROBAST [13, 14] was used to assess the bias 
and applicability of the predictive modelling studies. We 
used various methods to obtain estimates and confidence 

of models predicting Alzheimer’s disease dementia. We also emphasize the importance of following the scientific 
method and transparent reporting to improve the accuracy, generalizability and reproducibility of study results.
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intervals for each study’s optimal model performance 
measures. For data extraction, we prioritized the per-
formance statistics that were derived using the most 
convincing validation methods (in increasing order of 
confidence: external validation, i.e., evaluation in inde-
pendent populations, internal validation such as Boot-
strap validation, cross-validation, random training-test 
splits and time splits, and the same data as in the devel-
opment process). Performance statistics (in increasing 
order of confidence: external validation, i.e., evaluation 
in an independent population; internal validation, such 
as Bootstrap validation, cross-validation, randomized 
training-test splits and time splits, and evaluation with 
the same data as in the development process) [15], and 
finally we merged and summarized the data.

Literature search
Our comprehensive search across PubMed, EMBASE, 
Web of Science (WOS), and MEDLINE, spanning from 
each database’s start to October 19, 2023, focused on 
identifying models designed to estimate the likelihood 
of AD dementia in individuals 60 years and above who 
have MCI. Furthermore, we retrieve by using search fil-
ters that recognize predictive modelling studies [16]. 
The filters have been validated to have high sensitivity in 
retrieving clinical prediction model studies. A compre-
hensive inventory of the search terms utilized is available 
in Appendix File 1.

Eligibility criteria
This analysis encompassed all primary research that 
either created or confirmed multivariable prediction 
models (with a minimum of two predictors). A thorough 
delineation of the study’s population, the primary model 
being evaluated, the model used for comparison, the 
outcomes, the time frame, and the context (PICOTS) is 
depicted in Table 1.

The literature inclusion criteria were as follows:

1)	 Study population: older adults with MCI with a 
mean age of 60 years or older.

2)	 Study content: Studies on risk prediction models for 
the progression of MCI to AD dementia.

3)	 Study type: cross-sectional surveys, case-control 
studies, and cohort studies.

4)	 Outcome metrics: compliance with the diagnostic 
criteria for AD(includes the NINCDS-ADRDA 
[17]diagnostic criteria, any version“Diagnostic and 
Statistical Manual of Mental Disorders” [18], NIA 
[19], IWG [20], standardized neuropsychological 
tests and clinician’s diagnosis or a combination of 
these criteria.

Literature exclusion criteria were as follows:

1)	 Studies on specific populations, such as some 
specific diseases (e.g., organic diseases such as stroke, 
epilepsy, and Parkinson’s).

2)	 The number of predictors was less than 2.
3)	 Duplicate publications.
4)	 Unofficial publications such as conference abstracts, 

academic papers, and so on.
5)	 The language of the article needed to be English.

Screening process
Screening was performed using Endnote X9 software. 
Initially, two independent reviewers (XW, PZ) screened 
titles and abstracts for predictive modelling studies based 
on inclusion and exclusion criteria, with a third reviewer 
(NY) participating when necessary. After consensus 
was reached, the full-text literature was independently 
searched and screened by two reviewers (XW, PZ); in 
addition, we conducted a manual examination of the ref-
erence lists in the selected studies to identify additional 
studies that might be pertinent [21].

Data extraction
In this scientific investigation, the data extraction was 
carried out independently by two researchers, XW and 
PZ. Use CHARMS [12] to design standardized data 
extraction forms. The critical information extracted fol-
lowed the principles of PICOTS, i.e., number of subjects 

Table 1  Selection criteria of predictive modelling studies in PICOTS format
PICOTS Explanation
Participants Older adults with mild cognitive impairment
Index model All available prognostic models
Comparator model Not applicable
Outcome diagnosis of AD dementia
Timing Any time interval
Setting Models to be used in old people with mild 

cognitive impairement to predict risk of 
development of AD dementia in the future, 
and inform targeted screening and/or 
primary prevention
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included, data source, predictors (e.g., patient character-
istics, imaging or biological markers), model status (e.g., 
performance, modelling status, and model presenta-
tion), and outcome metrics (e.g., measurement tools for 
AD dementia and duration of follow-up). In addition, 
information including author names, year of publication, 
type of study, and statistical information (e.g., treatment 
of missing data and selection of predictors, treatment of 
continuous variables) was also collected. Finally, we cal-
culated the minimum sample size by pmsampsize pack-
age in R. We reviewed the supplementary material of the 
articles to ensure that all information about the articles 
could be extracted in its entirety. (see Appendix Table 6).

In order to analyze the predictive ability of each 
model, this study intends to analyze the following met-
rics: Confusion Matrix, Accuracy, Sensitivity, Specificity, 
Precision, F1 Score, AUC, DCA to evaluate the clinical 
applicability of the model were extracted.1) Discrimina-
tion, which refers to the model’s ability to discriminate 
between people with AD dementia and those without AD 
correctly, is often measured by the Consistency Statistics 
(C-index) and the AUC. The AUC is a measure of the 
accuracy of the model, the closer the AUC is to 1, the bet-
ter the diagnostic effectiveness of the model [11]; 2) Cali-
bration, the degree of accuracy of probability prediction 
is called “calibration degree”, is a way to measure the size 
of the difference between the probability predicted by the 
algorithm and the actual result, also called consistency, 
goodness-of-fit, mainly through the Hosmer-Lemeshow 
test and the goodness-of-fit curve evaluation [21]; 3)
Clinical validity evaluation metrics, DCA, this approach 
serves to assess clinical predictive models, diagnostic 
examinations, and molecular markers. It aligns with the 
practical demands of clinical decision-making processes, 
often being more prevalent in external validations [22]. 
In addition to the above several conventional metrics, 
include the Confusion Matrix, Accuracy, Sensitivity, 
Specificity, F1-Score, and Brier Score [23]. (see Appendix 
Table 7)

If inconsistencies are found during the data extraction 
process, NY will adjudicate these inconsistencies. Our 
study was guided by a systematic review and meta-anal-
ysis of preferred reporting items (TRIPOD-SRMA). For a 
complete list of search terms used.

Risk of bias assessment
This review applies the Risk of Bias Assessment Tool 
(PROBAST) [14] to assess the risk of bias (ROB) and the 
applicability of prediction models. PROBAST consists 
of four domains: participants, predictors, outcomes and 
analysis. Each question can be answered as “yes”, “prob-
ably yes”, “probably no”, “no”, or “no information”, As 
long as one of the domains is answered “no” or “prob-
ably not”, the domain is considered high risk; as long as 

the question in each domain is answered “yes” or “prob-
ably yes”, it will be defined as low risk. The overall ROB 
was deemed low when each domain consistently exhib-
ited a low ROB. Conversely, the ROB was categorized as 
unclear, in cases where one or several domains exhibit 
an uncertain ROB, while the remaining domains are 
assessed as low in ROB. The applicability evaluation was 
similar to that of ROB, but only the first three domains 
were used to evaluate the applicability of the predictive 
model. The first two researchers (XW and PZ) assessed 
independently, and finally, the third reviewer, NY, made 
the judgment.

Statistical analysis
We used the R version 4.3.1 for the meta-analysis. Dif-
ferent from the conventional Meta-analysis, due to the 
significant heterogeneity of the predictive models, we 
directly used the random effects model [13, 22], the 
AUC of the models and the calculated (approximate) 
95% prediction intervals were combined and estimated, 
heterogeneity was quantified using the I2 statistic, where 
p < 0.05 and I2 > 50% signify statistically significant het-
erogeneity [23]. This statistic indicates the extent of 
variation across studies attributable to heterogeneity. To 
further analyze this variation, we divided the studies into 
two subgroups: those using machine learning modelling 
and those employing traditional modeling. Additionally, 
we utilized a funnel plot to illustrate the risk of bias.

Results
Selection process
The PRISMA flowchart illustrates our process for search-
ing and selecting literature. In our search, we gathered a 
total of 3,337 potentially relevant records, sourced from 
PubMed (2,920 records), EMBASE (1,461 records), Med-
line (1,910 records), Web of Science (2,979 records), and 
manual searches (12 records). We removed 3,563 records 
identified as duplicates, leaving 5,626 unique records 
for initial review based on titles and abstracts. Of these, 
5,579 were subsequently excluded from title and abstract 
evaluation. Ultimately, we thoroughly reviewed 43 full-
text articles, and 16 of these met our criteria for inclusion 
in this study. The literature screening process is shown in 
Fig. 1.

Summary of findings
Study designs and population
All prediction models (n = 16) were development models. 
The majority (n = 13) were retrospective cohort studies, 
and three [24–26] were prospective cohort studies. One 
study [24] was from a medical examination centre. One 
study [25] was from a memory clinic. One study [26] 
was recruited from a community-based primary health 
care centre, two [27, 28] were multicenter retrospective 
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cohort studies, and 11 studies [29–39] were from the 
ADNI database in North America. In addition, there was 
one study [29] from the NACC (The National Alzheim-
er’s Coordinating Center) in the United States, two stud-
ies [24, 26] from China, and two other studies from Korea 
[25] and Spain [30] respectively. In our prediction model-
ling, the populations studied varied in size, ranging from 
102 to 2,611 individuals, and the prevalence of MCI pro-
gressing to AD dementia ranged from 15.03 to 52.22%. 
Detailed characteristics are shown in Appendix Table 6.

Predictors
We identified more than 400 candidate predictors and 94 
final variables in our predictive model, divided into four 
main types: demographic characteristics, health-related 
risk factors, cognitive scores, and various biomarkers. 
The following 16 predictors were used at least twice 
as predictor variables in the model: MMSE, age, FAQ, 
ADAS, ApoE4, education level, hippocampal volume, 

CDR, AVLT, gender, p-tau, Aβ amyloid, cortical thick-
ness, and ADL, age (n = 10, 62%), MMSE (n = 10, 62%), 
and FAQ (n = 62, 14%) were the most common predic-
tors. (See Fig. 2.)

Missing data and continuous variables
Three studies used an entire case study approach [24, 27, 
31], one study used median imputation [32], one study 
used machine learning for imputation [39], one study 
[29] directly deleted missing data, and the remaining ten 
studies [25, 26, 30, 31, 34–38]did not indicate how the 
missing values were handled. Four studies [24, 26, 30, 
32] converted continuous variables to categorical vari-
ables, six studies [25, 27, 28, 36–38] retained continuous 
variables, and the remaining five studies [29, 31, 33–35, 
39] did not indicate how the variable transformation was 
performed. Regarding the choice of variable screening 
methods, two models [35, 39] chose LASSO to screen 
variables, two studies [30, 38] chose RF for screening, 

Fig. 1  Systematic reviews and Meta-Analyses (PRISMA) flowchart of literature searching and selection
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and the other studies (n = 10) chose COX regression, 
complete subset regression, and MRMR, in addition to 
one study [28] that did not specify the screening method.

Modelling method and follow-up duration
Most of the forecasting models (n = 11) [24–26, 28, 30, 
31, 33–39] were developed using machine learning, two 
studies [27, 31] modeled Cox proportional risk regression 
models, two studies [29, 32]combined a mixture of mod-
eling approaches for hybrid modeling, and one study [28] 
did not indicate the model type. The forecast period was 
2–7 years, most studies [25–28, 31, 32, 35–39] (n = 9) pre-
dicted the AD dementia time for medium-term forecast 
(3–5 years), two models [24, 34] focused on the short-
term forecast (1–2 years), and 3 models [29, 30, 32] were 
for the long term forecast (5–10 years).

Model performance and validation
Two models have been externally validated [32, 35], and 
the rest have only been internally validated. Among the 
internally validated models, one model [38]used random 
partitioning, one model [31] used bootstrapping, and 
eight models [24–27, 30, 34–37] used cross-validation, 
of which three models [28, 32, 37]used hierarchically 
nested cross-validation, and two models [29, 33] used 

combinatorial methods. Regarding model performance, 
all models reported discrimination except for one model 
[39], which did not provide discrimination. Fifteen mod-
els had an AUC greater than 0.70, and one model [29] 
had an AUC ranging from 0.50 ?∼ 0.69. In addition, eight 
models [25, 27, 28, 30, 31, 34, 36–38] reported calibra-
tion or predictive model fit goodness-of-fit curves, and 
all reported models were calibrated. The sensitivity of the 
models was 0.62 ?∼ 1, and the specificity was 0.69 ?∼ 0.98. 
Accuracy ranged from 0.50 to 0.99%. (See appendix 
Table 7)

Model presentation
Five models [25, 28, 30, 31, 35, 39] were presented as 
scoring systems, one model [34] was presented as an 
equation formula, one model [38] was presented as a 
graphical scoring method, one model [27] was presented 
as a web-based calculator and an app, one model [32] was 
presented as a column-line graph, and the other six mod-
els [24, 26, 29, 33, 36, 37] were not reported.

Risk of bias and applicability
Fourteen models were rated high, and two [25, 34] had 
an unclear ROB (see Appendix Tables 8 and 9). We found 
a model with a low risk of bias, but without external 

Fig. 2  : An overview of the most commonly used predictors in AD dementia risk prediction models. *MMSE: Mini-Mental State Examination; FAQ: 
Functional Activities Questionnaire; ADAS, Alzheimer’s disease assessment scale-cognitive subscale; APOE4, Apolipoprotein E 4 allele; p-tau: Highly phos-
phorylated tau protein; CDR, Clinical dementia rating; ADL: Activity of daily living
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validation [29]. Therefore, we classified them as high 
ROB. Two models [30, 32] were judged to have high ROB 
in the participant, mainly because the study population 
did not represent the model’s target population. Most 
models were judged to have unclear ROB in the outcome, 
mainly due to some interference between the outcome 
measures and perhaps the predictors. Four models [24, 
27, 28, 37] had high ROBs in the analysis domain related 
to insufficient sample size, and nine models [25, 26, 29, 
31, 33, 35, 37–39] rated as unclear were mainly related to 
the unclear on the handling of variables.

Regarding applicability, five models [31, 33, 36, 37, 39] 
were rated as having an unclear concern of applicability 
in the domain of participants. Two models [29, 30] were 
highly biased in the outcome domain as long as they were 
related to a mismatch between the outcome indicator 
and the systematically evaluated question. This implies 
that the settings or participant demographics in these 
predictive modeling studies might not align perfectly 
with the context of our research question. Overall, most 
of the model (n = 14, 85%) had a high ROB, and about half 
of the models (n = 7, 43%) had a concern of applicability 
that was unclear or high.

Meta-analysis of validation models
We performed a meta-analysis including 15 development 
models reporting AUC and their 95% confidence inter-
vals (95% CI). The Li et al. [39] study was excluded due 
to missing AUC. Pooled analysis of the 15 studies showed 
that we combined all AUCs using a random-effects 
model, with an AUC of 0.86 (95% CI: 0.82, 0.90) and an I2 
of 95% (p < 0.01) (Fig. 3.), suggesting high heterogeneity.

In addition, we conducted subgroup analyses by group-
ing the traditional regression model, and ML showed 
that the effect size of the traditional regression model 
subgroup (0.89; 95% CI: 0.86,0.93) was more significant 
than that of the traditional regression model subgroup 
(0.77; 95% CI: 0.71,0.74) (Fig. 4.), and the results suggest 
that different modelling may be a potential heterogeneity 
of study results Reason. Publication bias was evaluated 
using funnel plots (see Appendix Fig. 3). The distribution 
of the scatter plot appeared largely symmetric, indicating 
an absence of notable publication bias in the prediction 
models analyzed.

Discussion
Principal findings
This research offers a comprehensive analysis of pre-
dictive models aimed at determining the risk of AD 
dementia in elderly with MCI, examining 16 different 

Fig. 3  Forest plot of meta-analysis of pooled AUC estimates for 15 validation models. *95% CI, 95% confidence interval; ML: machine learning
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models. These models, formulated in both community 
and clinical environments, primarily target the elderly 
population, including those attending memory clinics. 
Notably, Five studies opted for Random Forest (RF) as 
the primary modeling tool during model construction. 
This choice was primarily due to RF’s ability to robustly 
handle high-dimensional data and demonstrate strong 
generalization capabilities [40]. Additionally, two studies 
employed the Cox Proportional Hazards Model (COX), 
exhibiting exceptional survival analysis performance [28]. 
Researchers also favored fusion models as they combine 
the strengths of multiple models, significantly enhanc-
ing prediction accuracy [29, 32]. Support Vector Machine 
(SVM) was often used in some studies to classify data 
[33]. Cyclic Neural Networks (RNN) demonstrated 
unique advantages in capturing time dependencies, 
while Artificial Neural Networks (ANN) stood out for 
their powerful learning capabilities [41]. When dealing 
with large-scale datasets, eXtreme Gradient Boosting 
(XGBoost) exhibited efficiency, and the Variational Bayes 
(VB) method provided valuable uncertainty estimations 

[25]. Each modeling approach possesses unique advan-
tages and different application scenarios.

Then, we conducted a subgroup analysis of ML ver-
sus traditional modelling approaches and found that ML 
algorithms were more effective than traditional regres-
sion models in outcome prediction. However, it has been 
argued [42] that the reliance on large amounts of data 
for machine-learning approaches may limit their effec-
tiveness in small sample datasets. Reinke et al. [43] com-
pared classical and ML approaches to develop dementia 
risk prediction models and found that ML did not out-
perform logistic regression, confirming the importance 
of sample size. This also shows that the data and features 
determine the upper bound of the predictive model, and 
the model and algorithm only help the research to keep 
approaching the upper limit.

Furthermore, by summarizing the most used predic-
tors in prediction models for the stage from MCI to AD 
dementia, our findings are inconsistent with An et al. 
[9], mainly due to inconsistencies in the study popula-
tion. Although the close association of cognitive bio-
markers with the pathology of the disease makes them 

Fig. 4  Forest plot subgroup analysis of pooled AUC estimates for 15 validation models. *95% CI, 95% confidence interval; ML: machine learning
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overall superior to epidemiology and neuropsychology, 
we observed that four of the top five predictors were 
non-cognitive biomarkers. Only ApoE4 was a cognitive 
biomarker, which may result from some scholars’ prefer-
ence to use relatively valid demographic characteristics 
and neuropsychological scales due to cost considerations 
as predictor variables. Given this, we suggest that future 
studies develop more diverse predictive models based on 
different clinical settings, community environments, and 
individual circumstances.

Most of the studies were developing new models, and 
our assessment of them found that the predictive power 
of the models ranged from moderate to excellent. How-
ever, these models consistently have a high or unclear 
ROB. With three models [26, 28, 31] showing low ROB in 
all but the analysis, suggesting that the models performed 
well in terms of study design and data collection but had 
problems in terms of statistical analysis, commonly such 
as insufficient sample size, insufficient consideration of 
model overfitting issues, use of missing data and unclear 
treatment of continuous variables [44], it is likely to result 
in good performance on the training set but poor per-
formance on the test set or in real-world applications. 
This means that while the model learns the features of 
the training data well, it cannot generalize to new data 
effectively, dramatically reducing the model’s usefulness 
and reliability [45]. Although predictive modelling holds 
some promise for improving AD dementia prevention 
and intervention, given the insufficient evidence, it is yet 
to be possible to recommend any predictive model for 
widespread use in practice.

Challenges and opportunities
This comprehensive analysis identified certain method-
ological shortcomings in the integrated development or 
validation of predictive models.

First, although many models have been internally vali-
dated and calibrated, only a few have been externally 
validated. It is worth noting that predictive models usu-
ally outperform external validation in model develop-
ment data, but external validation is more convincing 
than internal validation [46]. Therefore, to ensure the 
generalizability of the models, we emphasize the impor-
tance of using different datasets as much as possible to 
validate the existing model’s performance. In validation 
studies, we need to verify that the model’s performance 
(discrimination and calibration, especially discrimina-
tion) on new data is close to the performance on the data 
on which it was developed [47], and the assessment of 
model usefulness requires a clinical judgment; further-
more, in machine learning the performance of a model 
may undergo the concept drift, over time, and thus con-
tinuous validation and updating of the predictive model 
is necessary to ensure applicability to new populations.

In addition, we found that about half of the mod-
els suffered from direct deletion of missing values and 
incomplete reporting. Failure to treat missing data appro-
priately usually leads to biased effect estimates because 
missing data can distort the performance of a predictive 
model if it is correlated with other variables [48]. Missing 
value imputation methods are categorized into deletion, 
simple imputation, multiple imputation, and algorith-
mic imputation, while multiple imputation [49] and Miss 
Forest [50] are currently the more recommended meth-
ods. About half of the studies transformed continuous 
variables into binary or multi-class classification. How-
ever, many researchers have hotly debated the treatment 
of continuous-type variables. From a statistical point of 
view, downgrading continuous variables to categorical 
variables, especially binary classification is highly likely 
to result in the loss of data information and reduced pre-
diction performance. However, from the clinical point 
of view, it is easier to quickly determine the outcome of 
the patients [51–53]. Therefore, which method should be 
taken should be considered according to the purpose of 
the study, the method used, and the data.

In addition, we note that different methods were used 
to screen the model’s predictor variables. If the number 
of variables is too high, the model may overfit the train-
ing data, decreasing predictive performance on new data, 
and too few may lead to poor model performance [54]. 
Thus, it is essential to ensure that the model captures the 
key features of the data while keeping the model concise. 
There are three general categories of variable selection 
methods: filter, wrapper, and embedding [55]. The most 
appropriate method for selecting predictors still needs 
to be discovered. However, for data with many features 
(or data that exhibit multicollinearity), it is expected to 
use regularized regression (often also known as penalized 
models or shrinkage methods) to impose restrictions and 
thus reduce the occurrence of overfitting. In addition, 
the sample size is also closely related to the variables. In 
addition to the traditional 10-EPV estimation method, 
sample size calculation tools have been developed to esti-
mate the sample size of clinical prediction models [56].

Furthermore, the practical application of risk mod-
els should take into account their cost-effectiveness. 
Typically, models that incorporate high-cost predictors 
tend to exhibit greater predictive accuracy compared 
to solely depending on the judgment of clinicians [57, 
58]. However, model feasibility and cost constraints can 
limit model use, particularly in primary care [59]. Model 
simplicity and measurement reliability are essential for 
developing clinically useful prognostic models. The cur-
rent study shows that clinical judgment frequently dem-
onstrates comparable or superior performance compared 
to predictive models, and some predictors may instead 
limit the use of these models due to their invasive nature, 
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the high cost of the tests, and the non-routine nature of 
the tests [60]. Therefore, we suggest that future studies 
need to consult with clinical experts on the one hand for 
their opinions and insights, including the interpretability 
and applicability of these variables in actual clinical set-
tings, in addition, continuously updating current models 
by mining predictors with more vital incremental value 
(exploring non-cognitive biomarkers with modifiable 
properties and more common biomarkers) to identify 
patients at high risk of AD dementia more effectively.

Finally, we found that the included studies needed more 
model presentation, incomplete regression equations 
and lack of clarity about the intended use of the model 
used. An inadequate presentation of research studies 
not only represents a significant squandering of research 
resources but also obstructs future activities such as vali-
dation, updating, recalibration, and providing direction 
for clinical practice. In terms of model presentation, in 
addition to providing complete model equations, there 
are many forms, such as scoring systems, column-line 
graphs, web calculators, and apps. In addition, Bonnett et 
al. [61] point out that even if models do not perform very 
well, they may still be of clinical utility. Therefore, indi-
cating that the specific intended use of a predictive model 
(i.e., when or where they will be used in an investigation 
and for whom they will be used) may be equally relevant 
may be helpful.

Advantages and limitations
This study represents the first comprehensive and inte-
grated assessment of AD dementia risk prediction mod-
els for elderly with MCI. Critical features were assembled 
through an extensive literature search, meticulous 
screening, and standardized data extraction, thus pro-
viding valuable research information for primary health-
care systems and clinical healthcare professionals. This 
approach lays the foundation for more effective construc-
tion and external validation of future predictive models. 
Furthermore, this study conducted a risk of bias (ROB) 
assessment and applicability assessment of the prediction 
model using the PROBAST tool, alongside subgroup and 
bias analyses, constituting another significant strength in 
our study.

However, this review is subject to certain limitations. 
First, despite identifying multiple models that predict 
conditions in similar populations, a comprehensive 
meta-analysis of the discrimination and calibration of 
these models was not feasible due to the lack of detailed 
calibration reports. Second, the “best model” selection 
might have overlooked some essential information due 
to incomplete data extraction. Additionally, despite using 
random-effects models, there was still a high heteroge-
neity among the included studies, mainly because there 
were also unadjustable differences between the patient 

environments used for study design, measurement meth-
ods, and patient characteristics. Heterogeneity is also 
usually accepted in Meta-analyses of predictive models, 
but future subgroup analyses of its variability in relevant 
settings and populations by meta are necessary.

Future research
To help make clinical decisions founded on the most 
robust available evidence and to identify the most effec-
tive models advocated or utilized for predicting the risk 
of AD dementia in older adults with MCI. However, we 
are unable to recommend any specific model due to sev-
eral reasons. Firstly, nearly all predictive models reviewed 
exhibited unclear or high risk of bias (ROBs), and the 
included developmental models required further exter-
nal validation. Additionally, the significant heterogeneity 
among the included models, the use of non-standardized 
statistical analysis methods, incomplete data in model 
reports, and a lack of analysis regarding the clinical appli-
cation value all contribute to the challenge of selecting 
the optimal model. Finally, while the average AUC of 
our best-developed model has achieved 0.87, some even 
exceeding 0.98, these findings may not fully translate into 
actual medical practice [62]. This is because although 
AUC is a widely utilized metric for evaluating the perfor-
mance of predictive models, it only partially represents 
their actual efficacy. Pursuing excessively high values 
under the receiver operating characteristic AUC maybe 
over-optimization and potential distortion of the models 
[63].

Based on these methodological shortcomings, we make 
the following recommendations. First, models should 
be externally validated several times in different popula-
tions, and sample sizes must be adequately considered. 
Second, when data are missing, interpolation should 
be performed using multiple interpolation or machine 
learning. Third, predictive variables with incremental 
solid value should be mined based on clinical feasibility 
and applicability, and preventing overfitting should be 
emphasized in the predictive model. Fourth, it is clear 
that medical predictive modelling aims to construct a 
predictive tool with practical application value. There-
fore, when constructing a medical predictive model, it 
is necessary to start from the practical point of view and 
give full consideration to the application prospect of the 
model. At the same time, we also need to recognize the 
importance of diversified evaluation, as far as possible, 
sensitivity, specificity, calibration index, net benefit, and 
DCA for comprehensive evaluation.

Conclusions
We identified 16 predictive models, most of the research-
ers reported excellent discrimination in their study. How-
ever, for various reasons, the risk of bias in nearly all 
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models was high or unclear. Consequently, this finding 
implies that the predictive performance of these models 
might be overestimated, their accuracy in practical appli-
cation to the target population remains questionable, 
and currently, we cannot endorse any of these predictive 
models for clinical practice. Additionally, our explora-
tion of potential predictors, translating evidence into new 
insights for clinical practice. Future studies on predictive 
modelling of AD dementia risk in older adults should 
adhere to methodological guidelines and prioritize 
practicality and cost-effectiveness in model evaluation, 
thereby facilitating disease progression identification in 
older adults with MCI.

Abbreviations
AD	� Alzheimer’s disease
AUC	� Area under curve
ADAS	� Alzheimer’s disease assessment scale-cognitive subscale
APOE4	� Apolipoprotein E 4 allele
p-tau	� Highly phosphorylated tau protein
ADL	� Activity of daily living
CDR	� Clinical dementia rating
DCA	� Decision curve analysis
MCI	� Mild cognitive impairment
MMSE	� Mini-Mental State Examination
FAQ	� Functional Activities Questionnaire
RF	� Random forests
ML	� Machine learning
LASSO	� Least absolute shrinkage and selection operator
MRMR	� Max-Relevance and Min-Redundancy
ROB	� Risk of bias

Supplementary Information
The online version contains supplementary material available at https://doi.
org/10.1186/s12877-024-05044-8.

Supplementary Material 1

Author contributions
XW, PZ, and GC were instrumental in conceptualizing and designing the study. 
The protocol was formulated by XW and PZ, who also undertook the article 
screening and results reporting. YL, SZ, and NY offered analytical consultations 
and data verification. The initial draft of the manuscript was prepared by 
XW, with NY and HH providing critical reviews and revisions. All contributors 
sanctioned the final manuscript for publication and committed to being 
responsible for every aspect of the work.

Funding
This paper is supported by The National Natural Science Fund (grant number: 
81973921).

Data availability
All data generated or analyzed during this study are included in the Appendix. 
The corresponding author can provide the code upon request.

Declarations

Ethics approval and consent to participate
Ethical approval has been reviewed by the Medical Ethics Committee of Hubei 
University of Traditional Chinese Medicine (2019IEC003). Informed consent 
was obtained from all subjects.

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Author details
1College of Nursing, Hubei University of Chinese Medicine, Wuhan, China
2Engineering Research Center of TCM Protection Technology and New 
Product Development for the Elderly Brain Health, Ministry of Education, 
Wuhan, China
3Hubei Shizhen Laboratory, Wuhan, China

Received: 24 November 2023 / Accepted: 6 May 2024

References
1.	 Livingston G, Huntley J, Sommerlad A, Ames D, Ballard C, Banerjee S, et al. 

Dementia prevention, intervention, and care: 2020 report of the Lancet Com-
mission. Lancet. 2020;396(10248):413–46.

2.	 Soria Lopez JA, González HM, Léger GC. Alzheimer’s disease. Handb Clin 
Neurol. 2019;167:231–55.

3.	 2023 Alzheimer’s disease facts and figures. Alzheimers Dement. 
2023;19(4):1598–1695.

4.	 Petersen RC, Lopez O, Armstrong MJ, Getchius TSD, Ganguli M, Gloss D, et al. 
Practice guideline update summary: mild cognitive impairment: report of the 
Guideline Development, Dissemination, and implementation Subcommittee 
of the American Academy of Neurology. Neurology. 2018;90(3):126–35.

5.	 Aigbogun MS, Stellhorn R, Hartry A, Baker RA, Fillit H. Treatment patterns and 
burden of behavioral disturbances in patients with dementia in the United 
States: a claims database analysis. BMC Neurol. 2019;19:33.

6.	 Murman DL, Chen Q, Powell MC, Kuo SB, Bradley CJ, Colenda CC. The incre-
mental direct costs associated with behavioral symptoms in AD. Neurology. 
2022;59:1721–9.

7.	 Wang B, Shen T, Mao L, Xie L, Fang QL, Wang XP. Establishment of a risk pre-
diction model for mild cognitive impairment among Elderly Chinese. J Nutr 
Health Aging. 2020;24(3):255–61.

8.	 Geethadevi GM, Peel R, Bell JS, Cross AJ, Hancock S, Ilomaki J, et al. Validity 
of three risk prediction models for dementia or cognitive impairment in 
Australia. Age Ageing. 2022;51(12):afac307.

9.	 An R, Gao Y, Huang X, Yang Y, Yang C, Wan Q. Predictors of progression 
from subjective cognitive decline to objective cognitive impairment: a 
systematic review and meta-analysis of longitudinal studies. Int J Nurs Stud. 
2023;149:104629.

10.	 Huang J, Zeng X, Hu M, Ning H, Wu S, Peng R, et al. Prediction model for cog-
nitive frailty in older adults: a systematic review and critical appraisal. Front 
Aging Neurosci. 2023;15:1119194.

11.	 Li Y, Sperrin M, Ashcroft DM, van Staa TP. Consistency of variety of machine 
learning and statistical models in predicting clinical risks of individual 
patients: longitudinal cohort study using cardiovascular disease as exemplar. 
BMJ. 2020;371:m3919.

12.	 Snell KIE, Levis B, Damen JAA, Dhiman P, Debray TPA, Hooft L, et al. Transpar-
ent reporting of multivariable prediction models for individual prognosis 
or diagnosis: checklist for systematic reviews and meta-analyses (TRIPOD-
SRMA). BMJ. 2023;381:e073538.

13.	 Moons KGM, Wolff RF, Riley RD, Whiting PF, Westwood M, Collins GS, et al. 
PROBAST: A Tool to assess risk of Bias and Applicability of Prediction Model 
studies: explanation and elaboration. Ann Intern Med. 2019;170(1):W1–33.

14.	 Debray TP, Damen JA, Snell KI, Ensor J, Hooft L, Reitsma JB, et al. A guide to 
systematic review and meta-analysis of prediction model performance. BMJ. 
2017;356:i6460.

15.	 Debray TP, Damen JA, Riley RD, Snell K, Reitsma JB, Hooft L, et al. A framework 
for meta-analysis of prediction model studies with binary and time-to-event 
outcomes. Stat Methods Med Res. 2019;28(9):2768–86.

16.	 Geersing GJ, Bouwmeester W, Zuithoff P, Spijker R, Leeflang M, Moons KG. 
Search filters for finding prognostic and diagnostic prediction studies in 
Medline to enhance systematic reviews. PLoS. 2012;7:e32844.

17.	 McKhann G, Drachman D, Folstein M, Katzman R, Price D, Stadlan EM. Clinical 
diagnosis of Alzheimer’s disease: report of the NINCDSADRDA Work Group 
under the auspices of Department of Health and Human Services Task Force 
on Alzheimer’s Disease. Neurology.1984;34(7): 939–44.

18.	 Hilliard RB, Spitzer RL. Change in criterion for paraphilias in DSM-IV-TR. Am J 
Psychiatry. 2002;159(7):1249.

https://doi.org/10.1186/s12877-024-05044-8
https://doi.org/10.1186/s12877-024-05044-8


Page 12 of 12Wang et al. BMC Geriatrics          (2024) 24:531 

19.	 Jack CR Jr, Bennett DA, Blennow K, Carrillo MC, Dunn B, Haeberlein SB, et al. 
NIA-AA Research Framework: toward a biological definition of Alzheimer’s 
disease. Alzheimers Dement. 2018;14(4):535–62.

20.	 Platzbecker U, Fenaux P, Adès L, Giagounidis A, Santini V, van de Loosdrecht 
AA, et al. Proposals for revised IWG 2018 hematological response criteria in 
patients with MDS included in clinical trials. Blood. 2019;133(10):1020–30.

21.	 Damen JAA, Moons KGM, van Smeden M, Hooft L. How to conduct a system-
atic review and meta-analysis of prognostic model studies. Clin Microbiol 
Infect. 2023;29(4):434–40.

22.	 Alba AC, Agoritsas T, Walsh M, Hanna S, Iorio A, Devereaux PJ, et al. Discrimi-
nation and calibration of clinical prediction models: users’ guides to the 
Medical Literature. JAMA. 2017;318(14):1377–84.

23.	 Xie Y, Yu Z. Models and prediction, how and what? Ann Transl Med. 
2020;8(4):75.

24.	 Zhao X, Sui H, Yan C, Zhang M, Song H, Liu X, Yang J. Machine-based learning 
shifting to Prediction Model of Deteriorative MCI due to Alzheimer’s Disease - 
A two-year Follow-Up investigation. Curr Alzheimer Res. 2022;19(10):708–15.

25.	 Chun MY, Park CJ, Kim J, Jeong JH, Jang H, Kim K, et al. Prediction of conver-
sion to dementia using interpretable machine learning in patients with 
amnestic mild cognitive impairment. Front Aging Neurosci. 2022;14:898940.

26.	 Kuang J, Zhang P, Cai T, Zou Z, Li L, Wang N et al. Prediction of transition 
from mild cognitive impairment to Alzheimer’s disease based on a logistic 
regression-artificial neural network-decision tree model. Geriatr Gerontol Int. 
2021;43–7.

27.	 van Maurik IS, Vos SJ, Bos I, Bouwman FH, Teunissen CE, Scheltens P, et al. 
Alzheimer’s Disease Neuroimaging Initiative. Biomarker-based prognosis for 
people with mild cognitive impairment (ABIDE): a modelling study. Lancet 
Neurol. 2019;18(11):1034–44.

28.	 Chen J, Chen G, Shu H, Chen G, Ward BD, Wang Z, et al. Alzheimer’s 
Disease Neuroimaging Initiative. Predicting progression from mild cogni-
tive impairment to Alzheimer’s disease on an individual subject basis by 
applying the CARE index across different independent cohorts. Aging. 
2019;11(8):2185–201.

29.	 Bucholc M, Titarenko S, Ding X, Canavan C, Chen T. A hybrid machine learn-
ing approach for prediction of conversion from mild cognitive impairment to 
dementia. Expert Syst Appl. 2023;217:119541.

30.	 Mallo SC, Valladares-Rodriguez S, Facal D, Lojo-Seoane C, Fernández-Iglesias 
MJ, Pereiro AX. Neuropsychiatric symptoms as predictors of conversion 
from MCI to dementia: a machine learning approach. Int Psychogeriatr. 
2020;32(3):381–92.

31.	 Lee SJ, Ritchie CS, Yaffe K, Stijacic Cenzer I, Barnes DE. A clinical index to 
predict progression from mild cognitive impairment to dementia due to 
Alzheimer’s disease. PLoS ONE. 2014;9(12):e113535.

32.	 Grassi M, Rouleaux N, Caldirola D, Loewenstein D, Schruers K, Perna G, et 
al. Alzheimer’s Disease Neuroimaging Initiative. A Novel ensemble-based 
machine learning algorithm to predict the Conversion from mild cognitive 
impairment to Alzheimer’s Disease using Socio-demographic characteris-
tics, clinical information, and neuropsychological measures. Front Neurol. 
2019;10:756.

33.	 Mubeen AM, Asaei A, Bachman AH, Sidtis JJ, Ardekani BA. Alzheimer’s Disease 
Neuroimaging Initiative. A six-month longitudinal evaluation significantly 
improves accuracy of predicting incipient Alzheimer’s disease in mild cogni-
tive impairment. J Neuroradiol. 2017;44(6):381–7.

34.	 Lee G, Nho K, Kang B, Sohn KA, Kim D. For Alzheimer’s Disease Neuroimaging 
Initiative. Predicting Alzheimer’s disease progression using multi-modal deep 
learning approach. Sci Rep. 2019;9(1):1952.

35.	 Li HT, Yuan SX, Wu JS, Gu Y, Sun X. Predicting Conversion from MCI to AD 
combining Multi-modality Data and based on Molecular Subtype. Brain Sci. 
2021;11(6):674.

36.	 Hojjati SH, Ebrahimzadeh A, Khazaee A, Babajani-Feremi A. Alzheimer’s 
Disease Neuroimaging Initiative. Predicting conversion from MCI to AD using 
resting-state fMRI, graph theoretical approach and SVM. J Neurosci Methods. 
2017;282:69–80.

37.	 Korolev IO, Symonds LL, Bozoki AC. Alzheimer’s Disease Neuroimaging Initia-
tive. Predicting Progression from mild cognitive impairment to Alzheimer’s 
dementia using clinical, MRI, and plasma biomarkers via Probabilistic Pattern 
classification. PLoS ONE. 2016;11(2):e0138866.

38.	 Velazquez M, Lee Y. Alzheimer’s Disease Neuroimaging Initiative. Random for-
est model for feature-based Alzheimer’s disease conversion prediction from 
early mild cognitive impairment subjects. PLoS ONE. 2021;16(4):e0244773.

39.	 Li H, Liu Y, Gong P, Zhang C, Ye J. Alzheimers Disease Neuroimaging Initiative. 
Hierarchical interactions model for predicting mild cognitive impairment 
(MCI) to Alzheimer’s Disease (AD) conversion. PLoS ONE. 2014;9(1):e82450.

40.	 Handelman GS, Kok HK, Chandra RV, Razavi AH, Lee MJ. eDoctor: machine 
learning and the future of medicine. J Intern Med. 2018;284(6):603–19.

41.	 Deo Rc. Machine learning in Medicine. Circulation. 2015;132(20):1920–30.
42.	 Christodoulou E, Ma J, Collins GS, Steyerberg EW, Verbakel JY, et al. A system-

atic review shows no performance benefit of machine learning over logistic 
regression for clinical prediction models. J Clin Epidemiol. 2019;110:12–22.

43.	 Reinke C, Doblhammer G, Schmid M, Welchowski T. Dementia risk predictions 
from German claims data using methods of machine learning. Alzheimers 
Dement. 2023;19(2):477–86.

44.	 Grant SW, Collins GS, Nashef SAM. Statistical primer: developing and validat-
ing a risk prediction model. Eur J Cardiothorac Surg. 2018;54(2):203–8.

45.	 Wynants L, Van Calster B, Collins GS, Riley RD, Heinze G, Schuit E et al. Predic-
tion models for diagnosis and prognosis of covid-19: systematic review and 
critical appraisal. Bmj.2020;369:m1328.

46.	 Altman DG, Vergouwe Y, Royston P, Moons KG. Prognosis and prognostic 
research: validating a prognostic model. BMJ. 2009;338:b605.

47.	 Bellou V, Belbasis L, Konstantinidis AK, Tzoulaki I, Evangelou E. Prognostic 
models for outcome prediction in patients with chronic obstructive pulmo-
nary disease: systematic review and critical appraisal. BMJ. 2019;367:l5358.

48.	 Van Calster B, Steyerberg EW, Wynants L, van Smeden M. There is no such 
thing as a validated prediction model. BMC Med. 2023;21(1):70.

49.	 Li Q, Yao X. Échevin. How good is machine learning in Predicting all-cause 
30-Day hospital readmission? Evidence from Administrative Data. Value 
Health. 2020;23(10):1307–15.

50.	 Zhou Z, Lin C, Ma J, Towne SD, Han Y, Fang Y. The association of social isola-
tion with the risk of Stroke among Middle-aged and older adults in China. 
Am J Epidemiol. 2019;188(8):1456–65.

51.	 Stekhoven DJ, Bühlmann P. MissForest–non-parametric missing value impu-
tation for mixed-type data. Bioinformatics. 2012;28(1):112–8.

52.	 Zhou ZR, Wang WW, Li Y, Jin KR, Wang XY, Wang ZW, et al. In-depth mining of 
clinical data: the construction of clinical prediction model with R. Ann Transl 
Med. 2019;7(23):796.

53.	 Liang J, Bi G, Zhan C. Multinomial and ordinal logistic regression analyses 
with multi-categorical variables using R. Ann Transl Med. 2020;8(16):982.

54.	 Lee DH, Keum N, Hu FB, Orav EJ, Rimm EB, Willett WC, et al. Predicted lean 
body mass, fat mass, and all cause and cause specific mortality in men: 
prospective US cohort study. BMJ. 2018;362:k2575.

55.	 Gu HQ, Liu C. Clinical prediction models: evaluation matters. Ann Transl Med. 
2020;8(4):72.

56.	 Riley RD, Ensor J, Snell KIE, Harrell FE Jr, Martin GP, Reitsma JB, et al. Calculat-
ing the sample size required for developing a clinical prediction model. BMJ. 
2020;368:m441.

57.	 Pashayan N, Morris S, Gilbert FJ, Pharoah PDP. Cost-effectiveness and benefit-
to-harm ratio of risk-stratified screening for breast cancer: a life-table model. 
JAMA Oncol. 2018;4(11):1504–10.

58.	 Colunga-Lozano LE, Foroutan F, Rayner D, De Luca C, Hernández-Wolters B, 
Couban R et al. Clinical judgment shows similar and sometimes superior dis-
crimination compared to prognostic clinical prediction models. A systematic 
review. J Clin Epidemiol. 2023.

59.	 Blum MR, Øien H, Carmichael HL, Heidenreich P, Owens DK, Goldhaber-
Fiebert JD. Cost-effectiveness of Transitional Care services after hospitaliza-
tion with heart failure. Ann Intern Med. 2020;172(4):248–57.

60.	 Bonnett LJ, Snell KIE, Collins GS, Riley RD. Guide to presenting clinical predic-
tion models for use in clinical settings. BMJ. 2019;365:l737.

61.	 Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a mul-
tivariable prediction model for individual prognosis or diagnosis (TRIPOD): 
the TRIPOD statement. Br J Cancer. 2015;112(2):251–9.

62.	 Wilson J, Chowdhury F, Hassan S, Harriss EK, Alves F, Dahal P, et al. Prog-
nostic prediction models for clinical outcomes in patients diagnosed 
with visceral leishmaniasis: protocol for a systematic review. BMJ Open. 
2023;13(10):e075597.

63.	 Crawford SM. Goodhart’s law: when waiting times became a target, they 
stopped being a good measure. BMJ. 2017;359:j5425.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.


	﻿Predictive models of Alzheimer’s disease dementia risk in older adults with mild cognitive impairment: a systematic review and critical appraisal
	﻿Abstract
	﻿Introduction
	﻿Methods
	﻿Literature search
	﻿Eligibility criteria
	﻿Screening process
	﻿Data extraction
	﻿Risk of bias assessment
	﻿Statistical analysis

	﻿Results
	﻿Selection process
	﻿Summary of findings
	﻿Study designs and population
	﻿Predictors
	﻿Missing data and continuous variables
	﻿Modelling method and follow-up duration
	﻿Model performance and validation
	﻿Model presentation


	﻿Risk of bias and applicability
	﻿Meta-analysis of validation models
	﻿Discussion
	﻿Principal findings
	﻿Challenges and opportunities
	﻿Advantages and limitations
	﻿Future research

	﻿Conclusions
	﻿References


